Bridging the regulatory gaps created by smart and connected technologies in South Africa
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The prevalence of technology-embedded products, services, and cities, described colloquially as ‘smart’ technologies and ‘smart’ cities, has seen a spate of unprecedented growth in recent years. South Africa (SA) has not been left behind, with smartphones, smart watches, and smart voice-controlled virtual personal assistants such as Amazon’s Alexa now frequently used. But while these technologies hold great promise to revolutionise homes, offices and cities, their adoption poses challenges to individual and collective interests and wellbeing. After demonstrating the legal and ethical difficulties brought about by the introduction of these technologies, this article explores whether SA legislation is sufficiently robust to address these challenges. While the current legislative landscape addresses certain crucial difficulties – such as the safeguarding of personal data by the Protection of Personal Information Act No. 4 of 2013 (‘POPIA’) – it is suggested that the position regulating other aspects of smart technology adoption is, in large part, fragmented and ill-equipped to deal with some of the more pressing legal and ethical questions. Our contention is that, not dissimilar to the issues arising from artificial intelligence-based technological adoption, the extant legislative and regulatory frameworks do not go far enough in addressing the many concerns emerging from recent novel technological design, development, and deployment. Not only do smart technologies give rise to unique challenges, so does their deployment within the Global South and in South Africa, in particular. We suggest that appropriate and effective regulatory reform measures be undertaken in SA to provide better ethical guidance and policy prescriptions buttressed by rigorous regulatory oversight.


Smart and connected technologies (‘smart technologies’) have shaped and revolutionised our world and will continue to do so: within our home, workplace, and urban environment. This is achieved by blending traditional goods and services with embodied intelligence, digital technologies, and personal data. However, any imagined transformative future brought about by smart technologies stands to fail where the challenges they present, to both individual and collective rights and interests, are not addressed.

Smart technologies are user products and services embedded with sensing and communication technology that typically connects to the internet and transmits and receives digital data. Applications vary greatly, and include smart homes (voice-controlled virtual assistants, such as Amazon’s Alexa and Microsoft’s Siri, smart meters, smart light bulbs, smart fridges and smart security cameras), connected cars, smart healthcare (such as patches to allow for the remote reading of health indicators in disease prevention and monitoring, assistance in clinical diagnosis and treatment and smart hospital management), and wearables (such as smart watches, activity monitors and smart glasses). Smart technologies often use sensors, monitors, processors and visual aids or cameras to gather vast quantities of data that are re-laid to a digital platform for use. The aim of such technologies is to optimise service provision, provide proactive support, promote more sustainable behaviour and ultimately, to provide more efficient and effective products and services. Indeed, in many instances, smart technologies provide better products and services than traditional ones.

A related concept is that of a ‘smart city’. A smart city is ‘the effective integration of physical, digital and human systems in the built environment to deliver a sustainable, prosperous, and inclusive future for its citizens’. The inhabitants of smart cities are referred to as ‘smart citizens’.

The use of smart technologies has escalated rapidly in recent years in domains such as industry, business, healthcare, transportation, warfare, surveillance, and security. A Statista Global Consumer Survey conducted in SA in 2020 found that 16% of respondents owned a smart home device, with an estimated 12.2 billion smart devices connected worldwide in 2021. It is anticipated that by 2025, the number of connected smart devices will accelerate globally to approximately 27 billion.

With ever-increasing escalation in accessibility, the development and deployment of smart technologies cannot be divorced from important debates involving law, socio-political philosophy and ethics. Accordingly, for SA to keep abreast of such developments and to protect its citizens, certain critical issues must be addressed. In this article, we will share six legal and ethical challenges to such adoption in SA. Thereafter, we will offer observations and recommendations in pragmatically establishing a path forward.
Legal and ethical concerns

Trustworthy smart technologies that are legal, ethical, and technically robust are well positioned to offer significant user advantage. This is well understood. But, to provide any advantage, not only must the public be protected, including those marginalised and most vulnerable in society, but harmful and adverse outcomes must be prevented. While many ethical concerns exist, we consider only, in our estimation, the most pressing. We provide a cursory discussion of issues relating to inclusivity and social justice, personal autonomy, and data privacy, which includes surveillance, and voice, emotion and facial recognition systems. We also consider the manipulation of behaviour using practices such as nudging and dark patterns.

1. Inclusivity, equity and social justice

Smart technologies can improve the individual’s quality of life by empowering them, enhancing wellbeing, offering proactive support, and promoting social connectivity and engagement. However, in greatly enhancing connectivity, they paradoxically can lead to increased isolation, especially to the elderly, the youth and the disabled. Research has demonstrated the need to overcome scepticism of smart technology use by members of the public and to ensure that its introduction accounts for individuals’ different abilities and appetite for adoption. In addressing the ‘digital divide’, or the inequities in the distribution of digital connectivity and equipment, the accessibility divide for smart products and services must also be bridged to provide fair, equitable and inclusive products and services. These technologies should be implemented in a way that ensures that the vulnerable and marginalised in society, and often those most in need of such technologies, are not excluded from their use or the debates informing their application.

Fair adoption requires that datasets (used to train, test and validate algorithms upon which smart technologies often rely) are accurate, inclusive, complete and reflective of the wider population. As datasets typically include common-use cases, they may fail to account for under-represented members of society. Data bias and algorithmic injustice can be introduced into the system, which can, in turn, entrench and exacerbate inequality and injustice in society. Although the Protection of Personal Information Act No. 4 of 2013 (POPIA) obligates a party responsible for the collection and processing of data to ensure that personal data are complete, accurate, not misleading and up to date, it does not provide practical benchmark standards for data to adhere to for it to be considered of adequate quality, and leaves that up to the discretion of each responsible party. With regard to medical devices, for example, the Medicines and Related Substances Act No. 101 of 1965 (MRSA) provides that medical devices (including embedded smart technologies) may only be registered for purposes of being commercialised upon ‘meet[ing] defined standards of quality, safety, efficacy, and performance’ but the reference to quality in this context relates to the safe and efficacious performance of the device itself, and does not address the safety, accuracy or quality of the data that are collected.

Transactions by means of which people acquire technologies that connect them to smart products and smart cities are governed by the Consumer Protection Act No. 68 of 2008 (CPA). The CPA aims to promote a fair and accessible marketplace for these technologies for all by introducing national norms and standards to protect people against discrimination and exploitation. The CPA not only prohibits the supplier of such technological goods from discriminating against a person on any of the grounds set out in the SA Constitution or in the Promotion of Equality and Prevention of Unfair Discrimination Act, but mandates the supplier to treat consumers equally, by prohibiting the supplier from excluding, granting exclusive access to, assigning priority, supplying a different quality, charging different prices, or targeting particular communities. In theory, equal access, uptake and use of smart technologies should result in wider inclusivity and equity. However, in practice, this is not always the case. Factors such as land governance, level of technology, geopolitical landscape, income levels, the dynamics of increasing rural-urban migration and their complexities may influence the speed and degree of technology uptake and affordability, regardless of legislation providing theoretical fairness and equality.

2. Respecting autonomy

Respecting the autonomy of smart citizens and smart users suggests the users’ ability to remain in control and manage the use of the technology, to inform and direct decision-making affecting them and to understand the role these technologies play in their lives. A hyper-connected smart city implicates individual autonomy by the introduction of technologies that may interfere with individuals’ choices and control of their lives. An ancillary concern is the risk of over-reliance on technology, or its use as a ‘digital crutch’. We need, therefore, to understand the potential for misuse or inappropriate use.

To provide smart citizens with some form of control over their ability to determine their future, they should be active participants in the unfolding of their lives, instead of being used merely for the acquisition of their personal data. The functionality of smart cities depends largely on thousands of autonomous and cyber-physical systems that operate in concert to effectively manage densely populated areas. These networks of connected devices ought to be designed to minimise information overload, synchronise the information presented to smart citizens and enhance users’ personal autonomy. In addition to individual autonomy, because of the number of developers, manufacturers and operators involved, and the scale upon which such systems operate, it is vital to maintain safe and reliable controls that ensure safe operation of individual systems and safe system interactions with one another.

3. Safeguarding data protection

Smart technologies collect, process, and share personal data with third parties on an unprecedented scale. These vast quantities of personal data — generated by, inter alia, the surveillance of persons through the use of video, sensors and monitors, threatens informational privacy. Compliance with data protection laws is therefore paramount. While POPIA provides privacy protection, two provisions within POPIA are worth examining. The first is the so-called ‘household activity’ exclusion and the second involves automated decision-making.

Data generated in the course of a ‘purely personal or household activity’ would fall outside of the scope of protection of POPIA as an exclusion afforded by section 6. This exclusion raises difficulties with regard to smart technologies. The brevity of the exclusion presumably intends to exclude those activities conducted by individuals of a personal nature or those activities that generate personal information...
within household settings. A smart device such as Alexa or Siri (which collects personal information from the recording of a user's voice) or a smart toothbrush (which tallies the number of times it is used per day) operates in the household, generating and collecting personal data. Arguably, at some point the data are transmitted beyond the household and are no longer used strictly or 'purely' for personal or household-related reasons but are shared to other platforms for other commercial or professional (non-household) purposes. Our contention is therefore that manufacturers and deployers of smart devices who determine the purpose and means of processing personal data and are therefore either solely or jointly 'responsible parties' for the purposes of POPIA should not be permitted to invoke the household exclusion even where such collection was part of an application that is personal in nature and used within the home.

The second POPIA provision under discussion is section 71, which relates to activities involving automated decision-making and profiling. While sections 18, 23, 24 and 25 provide for notice, correction and access rights, section 71(1) stipulates explicitly that ‘...a data subject may not be subject to a decision which results in legal consequences for him … which affects him … to a substantial degree, which is based solely on the basis of the automated processing of personal information intended to provide a profile of such a person including his or her performance at work, or his … credit worthiness, reliability, location, health, personal preferences or conduct’ [our emphasis].[20] The words ‘based solely’ indicate that decisions that are partly human-based and partly automated will not be considered an automated decision for purposes of this section.

Automated decision-making is otherwise permitted only if it is not in the following instances: (i) where the decision results in a legal consequence for the data subject, or the decision affects the person to a substantial degree; (ii) where the decision is based solely on the basis of the automated processing of personal information; and (iii) where the automated processing is intended to provide a profile of the person.

Moreover, section 71(2)(a)(ii) allows such an automated decision to be taken inter alia in connection with the conclusion or execution of a contract where ‘appropriate measures’ have been taken to protect the data subject's legitimate interests, and where in terms of section 71(3)(a) and (b) these measures allow the data subject the opportunity to make representations about a decision, and require a responsible party to provide the data subject with ‘sufficient’ information about the ‘underlying logic’ of the automated processing of their information so they can make such a representation.

However, POPIA, while securing information about the underlying logic and computational process involved in the decision-making process, falls short of introducing any explicit 'right to an explanation'. Neither does POPIA mandate that the data subject be informed of the significance or any envisaged consequences to the data subject that may be brought about by the automated decision-making process.[21]

A further concern with data collection and smart technologies is that in voluntarily disclosing personal information about themselves, a person can unwittingly expose the personal information of others: persons who have had no say in the matter and disclosure that can have direct consequences to them.[22] This is illustrated in the Cambridge Analytica controversy, where participants in an online quiz permitting access to their data also allowed access to the data of their friends.[23] Likewise, the disclosure of information by a family member might have significant familial implications on other family members.

An interesting development with regard to inferential data is noted in the CJEU case of OT v Vyriausioji tarnybinės etikos komisija, where the court elected to interpret the European Union General Data Protection Regulation very broadly, by expanding the scope of article 9 and the processing of special category data to include information that may be deduced or inferred from other special categories or ‘sensitive’ data.[24,25] Information might be inferred, for example, about one's religious beliefs or sexuality based on one's surname, medical data and location data. While POPIA and SA case law make no current allowances for inferential data, information inferred from personal and special category data collected and processed has significant implications not only for those using smart technologies but also to many other artificial intelligence (AI)-related data-driven applications.

A recent development is the use of data in foundation and generative models, such as ChatGPT, that use vast quantities of data to pre-train systems by using and linking data at a global level, with direct impact on SA citizens.[26] Of immediate significance is the responsible use of these models and of the lack of transparency underlying the training datasets upon which the Large Language Models (or LLMs) for ChatGPT and its predecessors are trained: datasets that are often not publicly available.[27] The challenge is that models of this sort do not respect geographical borders, and the data used to train the models may be inaccurate, under-representative of certain demographics, biased or not ethically sourced.[27,28]

4. Behavioural manipulation
Smart technologies can introduce manipulative behavioural practices, such as ‘nudging’ and ‘dark patterns’, for example. Nudging is a type of behavioural modification used to precisely and effectively target and influence behaviour.[28] While nudging may be used to inform choices, for example, to eat better or exercise more, nudging can also violate individual autonomy and privacy. Nudging is often covert, conducted without the knowledge or consent of the user, and can be a manipulative and coercive interference in human decision-making.[29] An illustration of everyday nudging is the presentation or ‘push’ of online advertisements based on user internet browsing behaviour. This is particularly problematic if the advertisement algorithms take into account online behaviour that indicates vulnerability, such as searching for terms that suggest a user is disabled, suffers from mental health issues or is dealing with addiction. The added danger is that those being manipulated are often unaware of the ‘nudge’ or its consequences.[16]

Moreover, the use of ‘dark patterns’ in interface design poses additional unethical, manipulative, or unreasonably persuasive practices.[31] Dark patterns, also known as ‘anti-patterns’ or ‘deceptive designs’, are designed and implemented with the aim of coercing, steering and deceiving users into making decisions without fully considering all the available options or consequences, such as purchasing overpriced products or committing to recurring monthly expenses.[32]

If a person is nudged or manipulated into concluding an electronic transaction only to determine later on that the transaction was not what the person wanted or expected, both the Electronic Communications and Transactions Act No. 25 of 2002 (ECTA)[33] and the CPA[34] provide for ‘cooling-off periods’ during which a person...
may cancel a transaction without reason or penalty, including from direct marketing. Interestingly, this consumer safeguard is excluded in the ECTA for some of the most frequently concluded electronic transactions such as ‘insurance and reinsurance operations … banking services … supply of foodstuffs, beverages or other goods intended for everyday consumption supplied to the home, residence or workplace of the consumer … the sale of newspapers, periodicals, magazines and books … [and] for the provision of accommodation, transport, catering or leisure services’.\[15\] Fortunately, the CPA seems to fill the ‘cooling-off’ period gap left by the ECTA’s exclusions,\[16\] and although the CPA does not specifically provide for direct marketing via electronic means, any method, including mobile device applications, search engine optimisation, pay-pre-click advertising and social media marketing are accepted methods for delivering electronic communication for the purpose of online marketing to customers.\[21\] But, however valiant these consumer safeguards might be, these measures are only available after the transaction and the behavioural manipulation has taken place, rather than serving to prevent manipulative techniques and technologies from occurring in the first place.

5. Use of facial, voice, and emotional recognition systems

Facial, voice and emotional recognition technologies, including cameras and monitors used for tracking and surveillance purposes, pose challenges to users’ privacy, free expression and information security, and to social justice. Due to a lack of specific legislation governing the use of such technologies, the circumstance and conditions under which they might be used should be clarified and regulated. A single set of clear guidelines and standards should be developed, so that those who develop and deploy biometric and surveillance voice and camera systems can be held responsible for their use in a way that is transparent and auditable.

Facial recognition is commonly used in daily activities such as arrival and departure gates at airports, confirming the identity of students attending exams, identifying people banned from entering certain sport stadiums, nightclubs or casinos, and unlocking smart phones.\[38\] Anticipated applications of facial recognition technologies are premised on the provision of real-time specific and generically described individuals through the smart city’s surveillance network.\[39\] In SA, the implementation of such real-time technologies will be problematic on the basis that the provision of any real-time information to any person, other than the customer of the telecommunication service provider concerned, is prohibited.\[40\] The only exceptions to the general prohibition on intentionally intercepting or even attempting to intercept\[41\] indirect communication, which includes visual images,\[42\] such as the faces of smart city citizens obtained from facial recognition technologies, in the course of its transmission, as opposed to real-time transmission, entail interception based on consent of citizens, and law enforcement.\[43\] Still, to safeguard the privacy and dignity of citizens, and prevent random interceptions for dubious reasons, the exception of law enforcement is only available upon adherence to a number of strict requirements, which involve an interception direction\[44\] obtained by an authorised person\[45\] from a designated judge, after having applied for one in writing\[46\] to prevent a serious offence from being committed\[47\] or prevent serious bodily harm.\[48\]

It should be borne in mind, however, that companies have this real-time data and can use it in an aggregated manner to ‘track’ consumer habits – without disclosing the personal information of the users. This aggregated use of so-called anonymous data is equally powerful and impactful on consumers.\[50\]

Similar technologies involving voice and emotional recognition capabilities are being experimented with. For instance, a digital system called Vibraimage claims to quantify a person’s mental and emotional state by analysing video footage of them, and has already been deployed at the 2014 Sochi Olympic Games,\[49\] 2018 PyeongChang Winter Olympic Games, 2018 FIFA World Cup in Russia and at major airports in Russia to detect suspect individuals in the crowd.\[51\] While there is currently no reliable evidence that these technologies are effective (to the contrary, many of the claims made based on these technologies simply seem unprovable), their introduction poses significant challenges to human rights and interests.\[52\]

6. Smart cities and surveillance

As citizens move around a smart city, sensors are triggered, and their smart devices interact with the smart city infrastructure and network. These collect, store and share data about people’s location, habits, and activities. Regardless of the fact that such interaction may streamline service delivery and improve the quality of citizens’ lives, significant concerns regarding privacy and security in the context of near constant surveillance needs to be addressed.\[53\] Major sociolegal changes such as the overturing of Roe v Wade,\[54\] again criminalising abortion in many states in the USA, triggered renewed interest in the collection and scrutiny of digital surveillance data such as licence plate scanners, biometric databases and phone location tracking services. These measures are currently and actively used to prosecute women in the USA seeking abortion.\[55\] Instead of improving access to healthcare and healthcare services, surveillance, through smart technologies that track a wide variety of data such as citizens’ shopping habits, location, or personal interests communicated through their connected devices, poses serious privacy and security risks.\[56\] Studies differ as to the extent to which people are concerned about their privacy, with concerns linked to the type of technology and data used, and to whether or not a person’s location is identified.\[57\] Existing modes of governance used in smart cities, the surveillance networks and infrastructure, and the lack of privacy and confidentiality of private communication between citizens have been raised as threats to citizens’ fundamental rights.\[58\] Accounts vary, however, regarding their acceptance: citizens, for example, found the use of surveillance technologies acceptable in areas plagued by crime, such as train stations or public parks, although they were concerned about the collection of personal data more generally.\[59\]

Gaps in extant law

In combination, regulation, policy development, guidance measures, increased awareness and education can be used to overcome many of the concerns raised by smart technology adoption. POPIA protects personal data and provides a mechanism for addressing data breaches, the CPA and the MRSA provide for product safety regulation, the ECTA provides some safeguards with regard to electronic transactions, and the Regulation of Interception of Communications and Provision of Communication Related Information Act No. 70 of 2002\[60\] prevents the arbitrary interception of location data. However, all measures that
assist to some degree or another in addressing certain concerns do not go far enough in addressing the entirety of the unique challenges posed. The current approach is both not comprehensive enough and highly fragmented.

However, in this article we do not advocate a reinvention of the wheel but highlight some of the gaps that arise as a consequence of smart technology adoption. It remains unclear whether the legal and normative issues raised here should be managed by policy prescriptions or are best left to self-regulation and aspirational ethics, rather than enforced through specific regulatory and legislative reform. This needs to be carefully considered within the scope and content of the reformatory process. It is our contention that comprehensive and specific policies and frameworks that go beyond domestic laws of general application, and which are sector- or industry-specific, are required. These could include the development of ethical codes for smart device and smart city development, including ethical risk assessments, safety assurances and audits for fairness and bias.

Currently, various regulatory bodies are mandated to oversee only certain aspects of the smart technological process – the SA Information Regulator with regard to personal information, for example. This means that regulatory frameworks may need to be reviewed to ensure that there is clear responsibility for overseeing all aspects of smart technologies, and that no one aspect is left unattended to. Thus, greater co-operation and engagement are called for across all regulatory domains to oversee effective implementation.

**Conclusion**

Smart technologies applied well, driven by lawful and ethical data and algorithmic use, can promote human wellbeing. For this reason, we support their lawful and ethical innovation and adoption. In light of this and having regard to the discussed ethical and legal issues we recommend the following recommendations.

We suggest the following with regard to further regulatory guidance and development:

(i) There should be support and encouragement of products and designs that underpin fairness, equity and sustainability, and which are grounded in non-exploitative relationships, which includes the establishment of clear responsibility for ethical, value and privacy sensitive interfaces, and in the active implementation of practices of privacy-by-design and by default. We recommend creating frameworks for identifying ethical concerns about fairness and bias and providing guidance on commitments to explainability, transparency, accountability and workable responsibility- attribution models.

(ii) Smart technologies should be categorised in terms of a risk classification. Some smart technologies are at high risk of ethics and rights infringements, while others pose a moderate or lower risk. Categorising their risk will inform any mitigation measures to be implemented. The introduction of a policy-based approach for ethical design and implementation can also be considered, including ethical risk assessments, ethical audits tools and the requirement to build sound ethical assurance cases before smart use by the public. More guidance is required in providing specific disclosure and transparency requirements on issues of fairness, social and distributive justice, system trustworthiness, algorithmic bias and fairness, and the assessment and reporting of automated decision-making systems.

(iii) We recommend that the issues arising from the use of inferential information, high-risk profiling and manipulative behavioural practices be investigated and addressed. Creating a code of conduct addressing these issues, including the protection of biometric and location data obtained through surveillance technologies to prevent harms as described above, should be considered.

(iv) Clarification on the use of voice, facial and emotion recognition systems and the context within which they might be allowable is required.

(v) Supporting public engagement in the deployment of technology policy through broad and inclusive public and stakeholder engagement, including users, domain experts, user advocacy groups, developers, designers, ethicists, philosophers, lawyers, community leaders and members of the public to better understand the complexities involved, addressing concerns, and exploring legitimate solutions for legal-ethical smart technology deployment is recommended.

(vi) We recommend that system change can be facilitated through greater citizen empowerment though education, beginning at school education level.

As the global South has been mostly excluded from the global conversation, we call for efforts of greater inclusivity and diversity, so that many more previously silenced ‘voices’ can be heard. We suggest that rather than merely mimicking the regulatory approaches adopted elsewhere in the world, South Africans should play a participatory role in understanding and directing the most appropriate measures for regulation, governance, and oversight – and while this might well include new legislative initiatives, equally it may not. Accordingly, we do not offer any firm commitment to the nature and specificities of the evolving legislative landscape at this stage. We suggest here only that gaps exist, and that policy reform is needed, the subject of which should form part of future work.
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